《传播统计与数据分析》课程教学大纲

**课程内容：**传播学本质是门社会科学。而统计是社会科学研究中广泛采用的定量分析方法。本课程系统地介绍了传播统计学的基本原理、基本概念和主要内容，按照变量的四个测量层次（定类、定序、定距和定比），课程详细阐述了统计描述和统计推论的操作程序和具体方法，并结合生动的实例说明了统计分析在传播学研究中的作用和地位，并结合上机向学生讲授SPSS软件应用。课程内容适合新闻、广电、广告等专业同学学习。该课程内容和传播学研究方法、市场调查等课程相互印证配合，为同学们的学习、科研实践提供一种有价值的工具。

**指导思想：**

传播现象的独特性和传播研究方法的特点决定了统计在社会研究中的重要地位，统计也因此而成为传播学研究的重要工具和重要手段。近十几年来，统计理论、统计方法和统计手段迅速发展，其应用范围也越来越广泛。本课程的目的就是为深入这一领域建立一个基础和平台，即对统计的基本概念、原理、类型、方法、程序、作用等有基本的和概括了解与把握，并能应用这些知识对研究问题进行简单的统计分析。本课程的教与学强调：

第一，社会研究是一项系统的和严谨的工作，从研究设计 资料收集

 资料整理分析 撰写研究报告，各个步骤之间相互联系、相互影响，密不可分。统计分析作为研究的一个重要环节，只有放在社会研究过程的背景之下，注重其与研究问题及研究方法的联系，才能更准确地掌握每一种统计类型和统计方法的特征，才能针对具体的研究问题选择恰当的统计方法。

第二，作为一门应用性极强的课程，本课程特别强调理论联系实际的原则，在教与学的过程中，一方面教师要通过列举和分析大量研究和应用实例，深化学生对统计原理的和统计思想的理解；另一方面要求学生将学习到的知识不断运用到对实际社会问题的分析中去。为此，要求学生在学习课程讲授的知识的同时，认真完成每一讲后面所指定的“实践性”的练习。

第三，在实际的社会研究中，资料的统计分析都是通过计算机完成的。各种统计描述和统计分析方法被制作成用于计算机的专门的和通用的统计软件。本课程将熟练掌握和灵活运用spss统计软件作为本课程教与学的不可分割的一部分。

第四，课程中介绍的各种具体的统计方法和统计技术，都有其优点和某些局限性，适用于一定的研究目的和分析要求。因此，在课程学习过程中，不仅需要对每一种方法和技术的特点、实施程序和适用范围有清楚的了解，而且也需要认识各种方法与技术之间的异同点，以便能够在面对不同的社会现象和不同的研究目的时，正确、灵活地选择和运用相应的方法与技术。

第五，统计分析是一种定量分析方法，对于统计结果的理解和解释需要联系其它调查资料，如研究对象所处社会的背景状况、所研究问题的特定意义、调查对象的特点等等来进行。对统计结果的解释和使用应当遵循实事求是的原则，杜绝弄虚作假，这是每一个从事社会研究的人员均应该严格遵循的规范。

**主要内容：**

**第一章：导论**

作为社会统计学的入门，本章从社会研究的四种方式入手，通过对统计调查研究的特点、类型、作用和方法论背景的介绍，简要说明传播统计学的含义与特征；进而从社会研究过程的角度，对统计在社会研究中的位置与重要作用进行了讨论。

**第二章：单变量描述统计**

单变量描述统计旨在用简洁和形象的方式勾画出数据的（也就是所研究群体或组织的）基本特征，它是对数据的最基本的和最初步的统计。分布、统计图和统计表是单变量描述的主要工具，而集中趋势和离散趋势则分别以一个数值概括出数据（或群体）的分布特征。本讲依照变量的4个测量层次，分别对上述统计描述内容和具体方法进行了详细的介绍。

**第三章：二变量统计描述 ——列联表**

变量关系是社会研究的重点，其中最简单的是两个变量间的关系，它是分析多变量关系的基础，许多变量之间的关系可以化解为若干个两变量关系进行处理。两变量间是否有关系及关系强弱在统计上用“相关系数”来进行测量，称为统计相关。相关系数取值在0——±1之间，该值刻画出两个变量之间关系的有无、强弱和方向。由于相关系数对变量关系的描述是高度概括的，因此要了解变量关系的具体形态和内容，就需要采用列联表。本讲重点讨论了列联表的概念、制作方式、作用以及变量独立性的条件等。

**第四章：二变量统计描述——相关关系测量**

本讲重点讨论二变量相关关系的测量方法。由于变量的测量层次不同，可以把变量关系以测量层次分为定类——定类、定序——定序、定距——定距三种主要形式，其相关关系分别称为列联相关、等级相关和线性相关。本讲分别讨论了三种相关形式的各种相关系数的计算方法，这些计算方法大多数是利用消减误差比例（PRE）的思想构建出来。如果两个变量的测量层次不同，一般有两种处理方法：发展出专门适于此种情况的相关系数计算方法；或降低（或升高）其中某个变量的测量层次从而能采用上面已知形式的计算方法，不过这会损失某种信息。

**第五章：二项分布及其他离散性随机变量的分布**

本章分别对几种重要的离散型随机变量的概率分布，即二项分布、多项分布、泊松分布和超几何分布的来源、分布形态与分布特征等进行详细的讨论。这些讨论有助于加深对“概率分布”概念的理解，并熟悉处理“随机现象”的方式和思路。

**第六章：正态分布、常用统计分布和极限定理**

正态分布是连续型随机变量概率分布中的一种最重要和应用最广泛的概率分布。本章将对正态分布的概念、特征、刻画方式、转化为标准正态分布的方法，以及标准正态分布表的构造和使用方法等做了系统的介绍，同时还将简要介绍统计中经常使用的三种连续型随机变量的概率分布：t分布、χ²（卡方）分布、F分布。

上面所介绍的各种概率分布都是一种理论分布，而实际调查所形成的变量分布是一种经验分布，大数定理建立了概率分布与统计分布，即理论分布与经验分布的关系，从而为统计推论奠定了基础。大数定理从另一个角度为统计推论提供了理论依据，它指出，无论总体的分布如何，在大样本的情况下，其和的分布趋向于正态分布。除此之外，本章还要学习中心极限定理。

**第七章：推论性统计——参数估计**

推论性统计分为参数估计与假设检验两大类，其中参数估计又分为点估计和区间估计。本章从抽样和抽样分布入手，重点讨论参数估计的概念、相关术语、估计值的评价标准、以及各种特征值的点估计和区间估计的方法，并以实例说明正态总体和大样本的区间估计的方法与步骤。

**第八章：推论性统计——假设检验**

本章重点讨论统计推论的另一种类型——假设检验。假设检验采用的推论方法是所谓的小概率原理，其基本逻辑是：先做出关于总体的一个假设（原假设），然后随机从总体中抽取一个样本，如果样本调查的结果在原假设成立的情况几乎是不可能发生的，就拒绝原假设，而接受原假设的对立面（备择假设）。小概率原理这种推理方法决定了无论是接受或是拒绝原假设都会犯错误，但两者的机会不同。本章对假设检验的概念、原理、相关术语、方法、步骤、与区间估计的关系等进行详细阐述，并分别对单总体、二总体及二变量关系的假设检验方法进行介绍。

**第九章：线性回归分析**

变量间的因果关系是较相关关系更强的一种关系，也是社会研究分析和讨论的重点。变量因果关系通常采用建构因果模型的方式进行描述和分析，回归模型是其中的一种，该模型在社会研究中被广泛采用，回归模型中最简单的是线性回归模型。本章通过两变量线性回归模型的讨论，说明回归分析的基本思想、前提假设、回归方程的建构与检验，回归系数与相关系数的关系，以及如何利用回归方程进行预测等。

**第十章：方差分析**

方差分析在统计中的重要作用在于：一方面它提供了一种分析与检验多个变量间复杂关系的重要方法，二是这种分析方法适用面广泛，可用于各种测量层次的自变量。根据自变量的个数，方差分析可分为一元方差分析、二元方差分析、三元方差分析……等等。本章重点讨论一元方差分析，并对二元方差分析做一简单介绍。具体内容包括方差分析的基本逻辑、前提假设、方差分析的检验等。

**第十一章：非参数检验**

前面介绍的在假设检验中使用的检验方法，如Z检验、t检验、F检验等，均是针对总体分布的某个参数（如：均值、方差、成数、相关系数等）进行的检验，所以又可以称作参数检验，参数检验往往要求总体的分布满足一定的条件。非参数检验，顾名思义，不是对总体分布的某个参数进行的检验，而是对总体有关性质的检验。由于非参数检验对总体的分布无须加以限制且计算简单，所以获得广泛的应用。本章从原理和方法角度介绍了一些社会研究中常用的非参数检验方法：符号检验、符号秩检验、秩和检验、游程检验、单向和双向方差秩检验等。
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